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 Abstract--In this paper, the unexplored area of 

infusing consciousness and creativity are explored. The 

existing framework developed by the authors is being 

deployed by using different AI techniques to train the 

model on musical data sequences with different 

compositions so the model will be able to generate 

musical notes of various moods. The proposed system is 

based on PALASH 1.0 framework[1], which generates 

different moods of music which is like human-created 

compositions. These AI-generated music are produced 

using the creativity of machines in such a way that it 

passes the Lovelace 2.0 test[2]. 

 Index Terms—AI, RNN, Char-RNN, 

LSTM, MIDI. 

 Introduction: 

Music generation using AI is being researched for 

a long time and a lot development has been done in 

this area. But these developments are limited to the 

generation of simple musical notes. The music 

generated lacks the mood detection that is the 

emotion meaning which can be easily detected in a 

human-composed music. With this paper we are 

proposing a system based on the framework 

PALASH 1.0 which we suggested in our earlier 

paper[1], it was an approach to enhance the creativity 

of machines based on the earlier work of Turing’s 

and Riedl[2][3]. This framework uses deep learning 

techniques to generate music based on different 

moods/genres. 

From the last few centuries, researchers are using 

mathematical techniques to generate music [4][5]. 

Music is a sequence of elements (or sound), this was 

first mentioned by Iannis Xenakis in the early 1950s 

His music, popularly known as ‘Stochastic Music’ 

[6][7] was composed using the concepts of Statistics 

and Probability. Later the ‘IILIAC Computer’ which 

is the best know work of Hiller and Isaacson’s [8] 

that generates music using the ‘generate and test’ 

approach. The generated notes were tested first by 

heuristic compositional rules of classical harmony 

and only the notes that pass the test are kept.  

‘CONCERT’ is one of the earliest designed 

generative models which was architectured to 

compose simple melodies [9]. The model though had 

some limitations as it was unable to capture the 

structure of music that was used globally. Later it was 

observed that sequential modeling techniques like 

Markov chains or Recurrent neural networks are the 

most prevailing methods to be used to create models 

that can learn probable transitions of notes in the 

given class of music [10][11]. In the last few years, 

researchers have proposed a lot of new deep neural 

network models for the generation of 

music[12][13][14][15][16]. These AI models assign 

a certain probability to every piece of music and also 

captures the uniformities in a class of music whether 

in terms of genres, style, category, etc. Music 

consists of emotions (or moods) that can be impacted 

by attributes like tempo, timbre, harmony, loudness, 

etc. 

In our approach, we are taking some existing music 

data to train our model using these existing data. The 

model will understand and learn the patterns in 

music. It will get trained on different moods and 

compositions of music to be able to understand and 

differentiate be/tween the different classes of music. 

Once the model gets trained, it should be able to 

generate a new sequence of music. It will not just 

copy-paste the sequence from the training data 



 

instead it will understand the patterns and the 

different genres of music from the training datasets 

to generate new music. 

We will pass our model generated output through 

Lovelace 2.0 [3] test to see if the model generated 

quality music that passes the test.  

Methodology: 

First, we have to represent the music in form of a 

sequence of events as we are using RNN which takes 

input in form of sequences. Representation of music 

can be done in three forms:  

• Sheet Music: Pictorial representation of 

music is known as Sheet music in which a 

sequence of musical notes is represented. 

• ABC Notation: In the ABC-notation there 

are two parts, the first part represents the 

metadata and the second part represents the 

tune which is a sequence of characters 

representing musical notes 

• MIDI: MIDI represents a series of messages 

such as ‘note on’, ‘note off’, ‘pitch bend’, 

etc. which is implied by MIDI instruments 

to generate music 

Here, we are representing our music in form of ABC-

notation. These musical notes will then be segmented 

in different classes of music such as happy, sad, soul, 

etc.  

Data Analysis 

We have taken different classes of musical data as a 

source to train our model. We then represent these in 

form ABC-notation. In fig. 1, some sample musical 

data represented in form of ABC-notation can be 

seen. In the first part, it provides metadata to 

understand the tunes such as (X:), the title (T:), the 

time signature (M:), the default note length (L:), the 

type of tune (R:) and the key (K:). In the second part, 

the tune is given which is a sequence of characters 

where each character represents some musical note. 

Fig 1: Sample Training data 

To train our model, we will create batches of data and 

then feed these batch of sequences into our model. 

Each of these unique characters is assigned some 

numerical index value. These unique characters will 

be store based on their emotional moods. A 

dictionary is created that stores these unique indices 

and moods as the value and the key is the identified 

unique characters. 

Fig 2: Batches of Data 

Then we will feed these batches into our RNN 

models. Here we are using Many to Many RNN, 

which gives output equals to the number of inputs. It 

takes both current and the previous output as input. 

So, for the first iteration, we will feed zero/dummy 

input as the previous output along with our input 

data.  

 Fig 3: Many to Many RNN 

As our model gets trained on these data, we will give 

some random character to the model from the unique 

characters that have been identified during training. 

The model will generate the sequence of characters 

automatically based on its learning from the training 

phase. 

Techniques Involved: 

Char-RNN is a type of RNN with character-based 

learning that predicts the next character given a 

sequence of characters [17][18]. Using char-RNN 

has two benefits, first, the form of the text 

representation of music has no constraints, and 

second, it has fewer number of states i.e. a decreased 

vocabulary which is a drawback of word-based 

learning methods. Here we have given a sequence of 

such characters as an input to train our model. 

Suppose we have a sequence of music as [d, a, e, o, 

b, a, p, …]. Now we will give ‘d’ as input the model 

and expect ‘a’ as the output, then we will give ‘a’ and 

expect ‘e’ as an output, then again we give ‘o’ as 

input and expect ‘o’ as the output and so on. We train 



 

our model in such a way that it will output the next 

character in the sequence. It will learn these whole 

sequences and identify the patterns and will be able 

to generate a new sequence on its own 

Despite the widespread use of RNNs, it has certain 

limitations like vanishing gradients and long-term 

dependency issues. These issues were resolved by 

LSTM which uses addition operations and allows the 

gradient to flow by a separate path [19]. In this 

approach, we are using three RNN layers each having 

256 LSTM units. At each time step, the output 

generated from all the LSTM units will be given as 

input to the next layers and the same output will be 

again given as an input to the same LSTM unit. After 

these three layers of RNNs, we added a ‘Time 

Distributed’ dense layer with Softmax activation in 

it.

 

Fig 4. Model Architecture 

Softmax is a type of logistic regression that 

normalizes an input value into a vector of values 

following a probability distribution whose total sums 

up to 1. Decimal probabilities  are assigned to each 

class in a multi-class problem. It is implemented 

using a neural network just before the output layer. 

The number of nodes must be same in both the 

Softmax layer and the output layer. 

Result: 

At first, the model was trained with a learning 

accuracy of 82 % which is not very good for 

melodious music generation. To increase the 

accuracy, we transferred the learning of our previous 

model and again trained our model again with two-

extra layers of LSTM units. Now the learning 

accuracy of our model has increased to 91%. 

After we have trained our model and found the most 

effective weights, now our model will be predicting 

and generating music. For prediction, we will 

provide input from any of the 87 unique characters 

identified during the training process and the 

emotional mood (happy, sad, joy, etc.). The model 

will generate 87 probable values from as output 

through the Softmax layer. From these returned 

values, the model will again choose the next 

character probabilistically and finally, the chosen 

character will again be fed back to the model and so 

on. This process continues and keeps on 

concatenating the output characters to generate 

music of the given length. 

Fig 5. Generated Musical Sequence represented in 

ABC-notations 

Conclusion: 

In this paper, we proposed a system that is able to 

generate music by giving a set of characters and an 

emotional mood. The generated output is more 

creative than the earlier models [11][20][21], in 

terms of generating mood-based music. We passed 

the generated output through Lovelace 2.0 test[3] to 

check the accuracy of our system.  

We have four input parameters for our model the 

epoch weight, the initial character, the length of the 

music sequence, and the mood based on which the 

model will generate the musical sequence. Below is 

the table shows the Lovelace 2.0 test[3] output. 

Table 1: Results of Lovelace 2.0 for generated outputs 



 

 

Ideas for Future Improvements: 

Although we are able to generate music using the 

creativity of the machine, there is a huge scope of 

improvement possible in the future.  

Further enhancement of creativity and consciousness 

in machines can be done by training the model on 

metadata and data which is as per the human 

behavioral parameters. These systems can be helpful 

in various areas like education, law and order, 

healthcare. 
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GBd|"G"gdB "D7"AGF|"G"GGB d2:: 

g|"F"a2f "C"g2e|"G"dBG "C"e3|"G"dBG 

"D"A2B|"Em"GEE "Em"GEE| 

"Bm"DFD FED|"E"B,2B B2A|"Em"G2A BA:| 
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P:B 
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